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Are predictions from a previously developed predic-
tion model valid for my patients? This is a difficult 
question that was addressed carefully in a recent pa-
per that focused on the validity of the GRACE score to 
predict in-hospital mortality. (1) 

Why is this high-quality study by Mangariello and 
Gitelman important? Prediction models are increas-
ingly published in the medical literature. Newer meth-
ods are proposed, such as labeled machine learning, 
deep learning and artificial intelligence. Whatever the 
method of development, the key issue is whether the 
prediction model or algorithm provides valid predic-
tions for physicians and their patients who rely on 
them as a source of information and decision mak-
ing. Indeed, the authors rightly argue that many dif-
ferences between settings may be present. These in-
clude differences in patient characteristics, healthcare 
systems, and socioeconomic environment. Moreover, 
treatment may change over time. All these differences 
may make a previously developed model not valid for 
the particular setting where the model is applied, for 
example the Dr. Juan A. Fernández Hospital in Bue-
nos Aires. Therefore, a model may need updating for 
a specific setting. (2)

Validation: how and why?
How should a validation study be performed? The 
first issue is whether a previously developed model 
would be expected to be applicable to the validation 
setting. In the presented paper, patients from 2 cent-
ers in Argentina were included in the development of 
the GRACE model, in an international study. So, the 
validation setting was plausibly related to the devel-
opment setting. Moreover, the model included a clini-
cally reasonable set of predictors, and had been pro-
posed by an international group of experts.

Further guidance for validation is provided by the 
TRIPOD guideline, especially in the detailed Expla-
nation and Elaboration document. (3) Important ele-
ments for validation include adequate sample size and 
adequate methods.
a) Sample size: an adequate sample size implies at 

least 100 events at validation. (4) So, if the in-hos-
pital mortality is 5%, a total sample size of at least 
2,000 patients is needed for reliable results. Also, 
missing values may be imputed with advanced sta-
tistical methods to make full use of all available in-
formation, even if some patient records are incom-
plete. Both conditions were fulfilled in the current 
study for the total patient group (2,104 patients, 
117 events) [1]. Sample size was, however, a limit-
ing factor for the NSTE-ACS subgroup, with only 
35 events. It is then impossible to separate appar-
ently adequate performance from lack of power to 
detect inadequate performance.

b) Adequate methods: Key aspects are discriminative 
ability and calibration [2]. Discrimination is usu-
ally evaluated by the area under the ROC curve 
(AUC), also known as the concordance, or c, sta-
tistic. Calibration evaluates whether the estimated 
risks agree with the observed frequency of the 
event. The authors rightly emphasize graphical 
assessment over statistical testing. If we want to 
evaluate the potential of a model for guiding deci-
sion making, more modern measures are needed, 
including the “Net Benefit”. (5) Net Benefit counts 
the number of true positive classifications and pe-
nalizes for false positive classifications when we 
classify those at high versus low risk with a predic-
tion model. The relative weight is defined by the 
clinical context, which is better than using a sta-
tistically defined weight. (6)

Interpretation and consequences of invalidity
How should we interpret the results? The GRACE 
score was developed well. The model had adequate 
internal validity, without risks for overfitting since 
the sample size was very large (Table 1). The model 
is obviously far from perfect in predicting who will die 
and who will not, and may be inadequate for specific 
groups of patients. The current external validation 
confirms that the discriminative ability of the model 
remains adequate when it is applied in another set-
ting. The AUC was 0.83 at development and 0.87 at 
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external validation. (1) This is attributable to larger 
heterogeneity (variability in predictor values between 
patients: “case-mix”). (2) 

Calibration of predictions is the most relevant as-
pect of validity for individual patients. It is the Achil-
les heel of prediction models. (7) In the presented 
validation study, outcomes were worse than expected, 
which may have two very different interpretations. 
One is that the care was suboptimal in the validation 
setting. The other is that the model was inadequate 
due to some predictors that were different in the vali-
dation setting compared to the development setting, 
but were not included in the model (Table 1). So, dif-
ferences in basal risk may exist between the develop-
ment and validation settings that were not captured 
by the model. (1,2)

Can we now apply the GRACE model in this specif-
ic hospital, in Argentina, in South America? The cur-
rent validation results support the notion of a global 
model, with predictor effects that are widely valid. (8) 
Local application however requires updating to the lo-
cal setting. A simple approach is to update the model 
with a local model intercept, such that predictions are 
on average correct. (8,9) New approaches for such up-
dating need attention, in line with the availability of 
more and more routinely collected data and the de-
sire for self-learning systems. (10) Such more up to 
date predictions will support medical decision making 
and contribute to improved outcomes for individual 
patients.

Pain onset Balloon

Type of validity DescriptionProblems Potential solutions

Internal validity

External validity

Model describes the development setting, but is not 

valid for the setting it was derived from.

Model misses some important patterns in the data, 

making it invalid for some types of patients.

Model was developed with different definitions of pre-

dictors, invalidating performance in the other setting.

Differences in predictor characteristics not included in 

the model related to the specific setting and not ex-

plained by differences in the distribution of values of 

predictors that are in the model.

Overfitting

Underfitting

Predictor definitions 

and measurement

Missed predictors

Large sample size, careful modeling. Quantify 

by cross-validation or bootstrapping.

Careful modeling, can never be excluded. Re-

alize any prediction is based on the specific 

definition of the model.

Try to stick to the definition (‘common data 

elements’). Realize potential differences may 

impact on validity.

Compare development and validation settings. 

Realize any prediction model is limited; many 

prognostically relevant characteristics may not 

be included as predictors in a model because 

difficult to measure or as yet unknown.

Table. Overview of key issues with internal and external validity of clinical prediction models. (2)
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