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ABSTRACT

Background: The growing number of echocardiographic tests and the need for strict adherence to international quantification 
guidelines have forced cardiologists to perform highly extended and repetitive tasks when interpreting and analyzing increasingly 
overwhelming amounts of data. Novel machine learning (ML) techniques, designed to identify images and perform measurements 
at relevant visits, are becoming more common to meet this obvious need for process automation. 
Objective: Our objective was to evaluate an alternative model for the interpretation and analysis of echocardiographic tests mostly 
based on the use of ML software in order to identify and classify views and perform standardized measurements automatically. 
Methods: Images came from 2000 healthy subjects, 1800 of whom were used to develop ML algorithms and 200 for subsequent 
validation. First, a convolutional neural network was developed in order to identify 18 standard echocardiographic views and clas-
sify them based on 8 thematic groups (stacks). The results of automatic identification were compared to classification by experts. 
Later, ML algorithms were developed to automatically measure 16 Doppler scan parameters for regular clinical evaluation, which 
were compared to measurements by an expert reader. Finally, we compared the time required to complete the analysis of an echocar-
diographic test using conventional manual methods with the time needed when using the ML model to classify images and perform 
initial echocardiographic measurements. Inter- and intra-observer variability was also analyzed. 
Results: Automatic view classification was possible in less than 1 second per test, with a 90% accuracy for 2D images and a 94% ac-
curacy for Doppler scan images. Stacking images had a 91% accuracy, and it was possible to complete the groups with any necessary 
images in 99% of cases. Expert agreement was outstanding, with discrepancies similar to those found between two human readers. 
Applying ML to echocardiographic imaging classification and measurement reduced time of analysis by 41% and showed lower vari-
ability than conventional reading methods. 
Conclusion: Application of ML techniques may significantly improve reproducibility and efficiency of echocardiographic interpreta-
tions and measurements. Using this type of technologies in clinical practice may lead to reduced costs and increased medical staff 
satisfaction.
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RESUMEN

Introducción: El número creciente de estudios ecocardiográficos y la necesidad de cumplir rigurosamente con las recomendaciones 
de guías internacionales de cuantificación, ha llevado a que los cardiólogos deban realizar tareas sumamente extensas y repetitivas, 
como parte de la interpretación y análisis de cantidades de información cada vez más abrumadoras. Novedosas técnicas de machine 
learning (ML), diseñadas para reconocer imágenes y realizar mediciones en las vistas adecuadas, están siendo cada vez más utiliza-
das para responder a esta necesidad evidente de automatización de procesos. 
Objetivo: Nuestro objetivo fue evaluar un modelo alternativo de interpretación y análisis de estudios ecocardiográficos, basado 
fundamentalmente en la utilización de software de ML, capaz de identificar y clasificar vistas y realizar mediciones estandarizadas 
de forma automática. 
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INTRODUCTION
The usual interpretation of a complete echocardio-
graphic test involves review of multiple groups and 
types of images, whatever their order of acquisition. 
The echo technician needs to classify and incorporate 
the information contained in all images and to inter-
pret them in order to report any anatomical and/or 
cardiovascular function features. Therefore, it is not 
uncommon to perform several reviews of a large num-
ber of images, which might become a long and tire-
some process for the professional. In addition, once 
any relevant images have been identified, a significant 
number of echocardiographic measurements need to 
be performed following the recommendations by ma-
jor international associations guidelines. It is impor-
tant to consider that measurements may vary signifi-
cantly across readers. (1-8) Even though it is difficult 
to determine the exact amount of time required by 
this selection, categorization, and quantification pro-
cess during an echocardiographic test, the possibility 
of making these stages shorter is highly attractive to 
optimize the entire process and workflow involved.

Recent studies have shown that both imaging 
classification and echocardiographic measurements 
can be automated using machine learning (ML) tech-
niques. (9-11) Our hypothesis is that these new tools 
might optimize the entire clinical interpretation pro-
cess for echocardiographic tests and complete it in a 
faster and more reproducible manner than conven-
tional manual techniques, eventually contributing 
to a more efficient and improved workflow for the 
staff involved. This new approach might include: (a) 
automated identification of the type and view of the 
echocardiographic image, (b) classifying and sorting 
images into categories or groups (stacks) defined by 
predetermined anatomical structures, (c) fully auto-
mated measurements with standard parameters for 
every structure, and (d) manual correction of these 
automated measurements (if necessary) in order to 
improve accuracy. 

Our objective was to analyze the feasibility of this 
new work paradigm by evaluating its impact on the 
efficiency and reproducibility of human interpreta-
tion.

METHODS
Images and population
We have used several echocardiographic tests in an attempt 
to represent a wide range of zoom, depth, zone of inter-
est width, focus, gain, and image quality. These tests were 
performed in 2000 healthy subjects, previously included in 
the WASE study (World Alliance Societies of Echocardiog-
raphy normal values study). The objective of the study was 
to determine normal values for multiple quantifiable echo-
cardiographic parameters. (12) Subjects came from 19 sites 
in 15 countries and included a large group of adults of both 
sexes, and various races, ethnic and age groups. These tests 
used different marketed echocardiographic systems avail-
able and followed the latest recommendations from the 
American Society of Echocardiography (ASE). (13) Images 
were rated by an expert according to the type of image (2D, 
pulsed wave Doppler, etc.) and echocardiographic view (4 
chambers apical, long axis parasternal, etc.). Regular meas-
urements were performed by a central echocardiography 
expert (core laboratory) with strict adherence to the latest 
recommendations. (14) For our study, we used images from 
1800 subjects to develop and train ML algorithms (train-
ing group), while the remaining 200 were used to evaluate 
these algorithms (testing group).

Study design
The study was divided into 3 protocols. Protocol 1 was de-
signed to develop ML algorithms and evaluate accuracy for 
automated identification of the type of image and echocar-
diographic view, similarly to the approach used in recent 
studies (9-11), as well as to classify these images in stacks 
according to certain anatomical structures or reference 
“physiological events” (for example, mitral valve, diastolic 
function), which would eventually guide image review and 
interpretation. Protocol 2 was designed to develop and eval-
uate ML accuracy for automatic measurement of conven-
tional echocardiographic parameters, similar to those used 
by Zhang et al. (10). Finally, Protocol 3 was designed to de-
termine the feasibility and effectiveness resulting from the 

Material y métodos: Se utilizaron imágenes obtenidas en 2000 sujetos normales, libres de enfermedad, de los cuales 1800 fueron 
utilizados para desarrollar los algoritmos de ML y 200 para su validación posterior. Primero, una red neuronal convolucional fue 
desarrollada para reconocer 18 vistas ecocardiográficas estándar y clasificarlas de acuerdo con 8 grupos (stacks) temáticos. Los resul-
tados de la identificación automática fueron comparados con la clasificación realizada por expertos. Luego, algoritmos de ML fueron 
desarrollados para medir automáticamente 16 parámetros de eco Doppler de evaluación clínica habitual, los cuales fueron compara-
dos con las mediciones realizadas por un lector experto. Finalmente, comparamos el tiempo necesario para completar el análisis de 
un estudio ecocardiográfico con la utilización de métodos manuales convencionales, con el tiempo necesario con el empleo del modelo 
que incorpora ML en la clasificación de imágenes y mediciones ecocardiográficas iniciales. La variabilidad inter e intraobservador 
también fue analizada. 
Resultados: La clasificación automática de vistas fue posible en menos de 1 segundo por estudio, con una precisión de 90 % en im-
ágenes 2D y de 94 % en imágenes Doppler. La agrupación de imágenes en stacks tuvo una precisión de 91 %, y fue posible completar 
dichos grupos con las imágenes necesarias en 99% de los casos. La concordancia con expertos fue excelente, con diferencias similares 
a las observadas entre dos lectores humanos. La incorporación de ML en la clasificación y medición de imágenes ecocardiográficas 
redujo un 41 % el tiempo de análisis y demostró menor variabilidad que la metodología de interpretación convencional. 
Conclusión: La incorporación de técnicas de ML puede mejorar significativamente la reproducibilidad y eficiencia de las interpreta-
ciones y mediciones ecocardiográficas. La implementación de este tipo de tecnologías en la práctica clínica podría resultar en reduc-
ción de costos y aumento en la satisfacción del personal médico.

Palabras claves: Inteligencia artificial - Machine learning - Ecocardiografía
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as long and short axis parasternal views (PLAX and PSAX, 
respectively), and subcostal view (SC). TDI included septal 
and lateral sampling from the mitral annulus and lateral 
portion of the tricuspid annulus. PW images were collected 
across the left ventricular outflow tract (LVOT) on apical 
view, the mitral inflow tract on four-chamber view, and 
the right ventricular outflow tract (RVOT) on PSAX view. 
CW showed aortic flow evaluation on apical view, as well as 
mitral regurgitation flow on four-chamber apical view, tri-
cuspid regurgitation flow on four-chamber apical view and 
PSAX, and pulmonary flow on PSAX view. All these images 
were used as CNN input to create our library with different 
types of images and echocardiographic views. 

Then, the CNN was trained to identify views and types 
of images in an independent set of test images for subse-
quent allocation or classification of each of these images in 8 
stacks based on the following parameters or structures: left 
ventricular (LV) systolic function and size, LV diastolic func-
tion, right ventricular (RV) and  right atrial (RA) function 
and size, valves (mitral, aortic, tricuspid and pulmonary), 
and pericardium. Table 1 shows a list of the images required 
to complete each stack. Finally, the results of automatic im-
age identification and classification were compared to the 
“ground truth” predetermined by the expert reader.

Protocol 2: automatic analysis accuracy and reproducibility
After every image was automatically classified according to 
type and view, and after selecting the cardiac cycle phase 
for measurements, a ML monitored algorithm was trained 
to measure 16 standard parameters regularly quantified 
in clinical practice. These parameters included interven-
tricular septum diastolic thickness, diastolic and systolic 
LV internal diameter, LV posterior wall diastolic thickness, 
LVOT midsystolic diameter, LVOT velocity time integral 
(VTI), left atrial (LA) maximum volume on A2C and A4C, 
LV end-diastolic and end-systolic volumes , mitral valve in-
flow E wave and A wave , and mitral lateral and septal an-
nulus tissue velocity. All chamber volumes were measured 
using the biplane Simpson method.

The accuracy of these automatic measurements was 
compared to that of manual measurements collected by an 
expert reader from the test group of 200 subjects. Also, in 
a subset of 30 randomly selected tests, differences between 
automatic ML measurements and those provided by a ref-
erence expert reader were compared to inter- and intra-
observer human variability by repeated blinded measure-
ments. To assess interobserver variability, measurements 
were independently performed by two echocardiography 
expert cardiologists using conventional interpretation and 
measurement methods. Finally, to determine intraobserver 
variability, one of these experts, again fully blinded to pre-
vious measurements, re-read the same echocardiographic 
tests at least two weeks after the first analysis.

Protocol 3: efficiency and reproducibility of the ML assisted 
approach
In this protocol, both experts independently repeated in-
terpretation of the 30 tests at least 2 weeks later, this time, 
using ML assistance. In this case, experts could use any 
stacks and measurements that were automatically estab-
lished by algorithms, making any necessary adjustments 
to improve accurate identification and measurement of 
relevant structures or events. For both sessions, the time 
required to complete analysis of the echocardiographic test 
depended on the workstation being used, and intra and 
interobserver variability was evaluated for all previously 

combination and integration of these protocols into echo 
reading, assessing efficiency (time saving) and reproduc-
ibility (measurement variability) parameters, and compar-
ing these results to current interpretation and measure-
ment methods.

The evaluation of Protocol 1 included developing and 
training a convolutional neural network (CNN) using 
measurements provided by an independent reader (TM) 
unfamiliar with development of the ML algorithm. Proto-
col 2 was evaluated by comparing measurements provided 
by the ML algorithm to those supplied by a second reader 
(KA), coming from a site different from that of the first 
reader. Finally, Protocol 3 compared the performance of 2 
readers (KA and KK) who did not take part in the ML algo-
rithm development and training phase.

Development of ML software, as well as the study de-
sign, were the result of the collaboration between the in-
vestigators involved (MedStar and University of Chicago) 
and TOMTEC Imaging Systems (Unterschleissheim, Ger-
many). Principal investigators (RML, FMA) had unre-
stricted data access and analyzed data independently from 
TOMTEC, assuming full responsibility for the findings pre-
sented here.

Convolutional Neural Network algorithm
Training to detect every parameter of interest was con-
ducted through a cascade strategy including 3 subdetection 
stages. This initial setup was supplemented by an image 
pre-processing mechanism in order to standardize any re-
sulting information. This included detection of the ultra-
sound bundle area, deletion of any additional information 
inserted in echocardiographic images, and intensity and 
color adjustment for DICOM files. 

Initially, for an approximate estimation of the position, 
size, and orientation in space of the relevant structure, eve-
ry CNN subdetector was regressively fed with a subsample 
of images having a fixed resolution of less than 20% the 
number of pixels in the original image. In a second stage, 
every detector received the area and structure of interest 
from each image in order to reduce any changes in terms 
of scale and position. Image resolution for this second stage 
was standardized to average resolution (mm/pixel) for all 
images to make up for any potential change in resolution 
of individual images. In this case, relevant structures were 
identified using regressive CNN, as in the first stage of the 
process. Finally, for the third stage, we used a more refined 
set of images with improved localization of relevant struc-
tures (as compared to the previous stage). As before, re-
gressive CNN made this possible.

Training in every subdetection stage was performed 
using a subset of measurements such as the ground truth. 
During training, every detector could analyze informa-
tion input based on these measurements assumed as the 
ground truth, together with 32 augmented versions of 
such input. The increase was possible thanks to mild rota-
tions and scale variations in the area of interest, leading 
to effective identification of a large number of variants 
and structures.

Protocol 1: automated image identification and stacking 
The CNN was trained to identify 18 standard echocardio-
graphic views: 6 corresponding to two-dimensional echo-
cardiography (2D), and 12 corresponding to tissue Doppler 
imaging (TDI), pulsed wave Doppler (PW), and continuous 
wave Doppler (CW). 2D images included apical views in 2, 3 
and 4 chambers (A2C, A3C and A4C, respectively), as well 

ARTIFICIAL INTELLIGENCE IN ECHOCARDIOGRAPHY / Juan I. Cotella et al.
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Fig. 1. Identifying the type and view of echocardiographic images: agreement between automated ML measurements and manual 
expert measurements. Each cell represents the percentage of agreement for every type of image and view being evaluated. The 
cells have different colors depending on the percentage of agreement: red (0%), orange (0.1%-50%), yellow (50.1%-90%) and 
green (90.1%-100%).

described parameters. Finally, times of analysis with and 
without ML assistance were compared.

Statistical analysis
The accuracy of the automated method for type of image 
identification and echocardiographic view, as well as com-
parison versus experts, was quantified as the percentage 
of correct classifications based on the total number of ana-
lyzed image sequences. For every parameter, consistency 
between ML measurements and reference values collected 
by experts was evaluated using linear regression methods, 
and bias and limits of agreement tests using the Bland-Alt-
man method. In order to compare different parameters, bi-
ases were expressed as the percentage of the average value 
of each parameter (% bias). Intra and interobserver vari-
ability for every parameter was quantified using variation 
coefficients, defined as the absolute difference among re-
peated measurements expressed as mean percentages. The 
statistical significance of variations in the time of analysis 
with and without ML assistance was determined by the 
Student’s t test using two-tailed paired measurements. P-
values <0.05 were considered significant.

Ethical considerations
The study was approved by the ethics committees of each 
institution and patient consent was obtained according to 
local regulations.

RESULTS
Protocol 1
The CNN performed automatic classification of echo-
cardiographic views with an average of 0.87 seconds 
per test. The CNN was able to identify types of im-
ages and echocardiographic views with a 90% accu-
racy for 2D images and a 94% accuracy for Doppler 
images. Figure 1 shows data corresponding to agree-
ment between ML and the expert’s reader “ground 
truth” classification for each echocardiographic view. 
While agreement was excellent in most cases, the 
largest number of errors occurred when classifying 
non-standard sub-optimal views, wrongly identified 
as A3C (and noted as “Other”). The CNN was able to 
separate and group images in stacks with a 91% ac-
curacy. When counting the number of views required 
to complete every stack, ignoring those that were 
considered unnecessary, the final composition of 
each image stack showed a 99% agreement between 
ML and expert readers (Table 1).

Protocol 2
Automatic ML measurements showed excellent 
agreement versus reference values collected by ex-
perts, as shown by high correlation rates, small bias-

Abbreviations: A2C, A3C and A4C = 2, 3 and 4 chamber apical, respectively; PLAX, PSAX, SC = long axis parasternal, short axis parasternal, and 
subcostal, respectively; MVann (l), MVann (s), TVann (l) = lateral mitral annulus, septal mitral annulus, and lateral tricuspid annulus, respectively; 
Api LVOT = apical view of the left ventricular outflow tract; Api AV = apical view of the aortic valve; MVinfl, TV infl, PVinfl = mitral, tricuspid and 
pulmonary valves inflow tracts, respectively; CW = continuous wave Doppler; PW = pulsed wave Doppler

Type of Image and Echocardiographic View Allocation by Machine Learning
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2D Views Doppler

Echocardiographic Image Type and View % Complete Stacks

Left Ventricular 

Systolic Function and 

Dimensions

Left Ventricular 

Diastolic Function

Right Ventricular and 

Atrial Function and 

Dimensions

Mitral Valve

Aortic Valve

Tricuspid Valve

Pulmonary Valve

Pericardium

 

*Mitral valve four chambers apical

*Mitral valve four chambers apical - mid

*Mitral valve four chambers apical - lateral

*Tricuspid valve four chambers apical 

*Long axis parasternal mitral valve

*Four chambers apical mitral valve

*Two chambers apical mitral valve

*Three chambers apical mitral valve

*Four chambers apical pulmonary valve

*Four chambers apical tricuspid valve

*Five chambers apical aortic valve

*Five chambers apical left ventricular 

outflow tract

*Three chambers apical aortic valve

*Three chambers apical left 

 ventricular outflow tract

*Right ventricular inflow tract tricuspid valve

*Short axis parasternal tricuspid valve

*Four chambers apical tricuspid valve

*Short axis parasternal aortic valve 

*Short axis parasternal pulmonary valve

*Long axis parasternal

*Short axis parasternal - baseline

*Short axis parasternal - mid

*Four chambers apical

*Two chambers apical 

*Three chambers apical 

*Four chambers apical

*Two chambers apical 

*Subcostal

*Long axis parasternal

*Right ventricular inflow tract

*Short axis parasternal 

*Four chambers apical

*Four chambers apical - focus on 

right ventricle

*Subcostal

*Long axis parasternal

*Short axis parasternal - baseline

*Four chambers apical

*Two chambers apical 

*Three chambers apical 

*Subcostal

*Long axis parasternal

*Short axis parasternal - aortic valve

*Five chambers apical

*Three chambers apical

*Right ventricular inflow tract

*Short axis aortic valve

*Four chambers apical

*Four chambers apical - focus on 

right ventricle

*Subcostal

*Right ventricular outflow tract

*Short axis aortic valve

*Long axis parasternal

*Four chambers apical

*Subcostal

99.5%

100%

99%

99.8%

96%

99.4%

98.4%

100%

Table 1. Composition of echocardiographic imaging groups (stacks) according to the relevant topic or structure, and percentage 
of complete automatic machine learning classifications. 

Relevant Stack or Group
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Agreement between measurements and reference values obtained automatically using ML and manually collected by experts in 200 tests. Pearson 
linear regression coefficient (r) and Bland-Altman bias and limits of agreement test have been included. Positive bias represents ML overestimation, 
while negative bias represents underestimation.

Abbreviations: SD = standard deviation; IVSd = interventricular septum diastolic; PWd = posterior wall diastolic; LVIDs = left ventricular internal 
diameter systolic; LVID = left ventricular internal diameter diastolic; LVOT diam = midsystolic left ventricular outflow tract diameter; LVd Vol A2C 
and A4C = left ventricular diastolic volumes on 2 and 4 chambers apical view, respectively; LVs Vol A2C and A4C = left ventricular systolic volumes 
on 2 and 4 chambers apical view, respectively; LA Vol A2C and A4C = left atrium maximum volume on 2 and 4 chambers apical view, respectively; 
LVOT VTI = left ventricular outflow tract velocity time integral; E Vel and A Vel = mitral inflow early (E) wave velocity and late (A )wave velocity; E’ 
vel (l) and E’ vel (s) = mitral lateral and septal annulus tissue velocity, respectively.

Pearson 
Coefficient r

% BiasBias ± SD
Linear Regression Bland Altman Test

Lower Limit of 
Agreement

Upper Limit of 
Agreement

IVSd Thickness (mm)

PWd Thickness (mm)

LVIDs (mm)

LVIDd (mm)

LVOT diam (mm)

LVd Vol A2C) (ml)

LVd Vol (A4C) (ml)

LVs Vol (A2C) (ml)

LVs Vol (A4C) (ml)

LA Vol (A2C) (ml)

LA Vol (A4C) (ml)

LVOT VTI (cm)

E Vel (cm/s)

A Vel (cm/s)

E' vel (l) (cm/s)

E' vel (s) (cm/s)

-0.11 ± 1.3

-0.04 ± 1.1

0.85 ± 2.5

0.65 ± 3.1

0.85 ± 1.5

6.6 ± 12.5

7.4 ± 9.5

-0.5 ± 6.2

0.6 ± 5.6

11. 8 ± 10.3

8.6 ± 8.5

0.46 ± 1.7

-0.01 ± 0.05

-0.01 ± 0.05

-0.03 ± 1.3

-0.03 ± 1.21

-2.7

-2.2

-4.2

-5.6

-2.1

-18.4

-11.5

-12.9

-10.7

-8.9

-8.4

-2.8

-0.11

-0.11

-2.62

-2.45

2.4

2.1

5.9

6.9

3.8

31.6

26.3

11.9

11.8

32.5

25.6

3.8

0.09

0.1

2.56

2.39

0.65

0.64

0.78

0.82

0.82

0.91

0.94

0.87

0.89

0.87

0.89

0.91

0.96

0.95

0.96

0.96

-1.5

-0.5

3

1.5

4.1

6.5

7.8

-1.3

1.6

25

18

2.2

-1.1

-1.1

-0.2

-0.3

Table 2. Evaluation of Machine Learning (ML) Algorithm

es, and narrow limits of agreement for most param-
eters under analysis (Table 2). The largest relative 
biases occurred for left atrial volumes both in A4C 
and A2C (18% and 25% of reference values), followed 
by left ventricular volumes (6.5% and 7.8% of refer-
ence values). For the remaining parameters being 
assessed, relative biases were very small, with val-
ues lower than 3%. The analysis of the subset of 30 
tests showed that differences between ML and expert 
measurements were similar to differences between 
manual measurements by two human technicians 
(Table 3).

Protocol 3
Conventional interpretation of a complete echocardi-
ographic study required an average of 11 minutes and 
33 seconds (9:29 for reader #1 and 13:36 for reader 
#2). On the other hand, when using ML assistance 
through stacking and automated measurements, 
the average time needed to complete evaluation of 
a test was 6 minutes and 48 seconds (4:50 for reader 
#1 and 8:45 for reader #2). This means that using 
ML may reduce an average 40% the time required 

to interpret an echocardiographic test using current 
conventional methods (49% for reader #1 and 36% 
for reader #2). Please note that, as compared to the 
manual method, ML reduced inter-observer vari-
ability in 15 of 16 measurements (Table 3), except 
for LVOT diameter, which had a highly reproducible 
measurement using both methods.

DISCUSSION
In the last decade, the use of artificial intelligence for 
medical imaging has increased remarkably thanks 
to the possibility of assistance throughout various 
stages of the interpretative and diagnostic process. 
(15,16) While the purpose of artificial intelligence 
has been primarily evaluated using static radiol-
ogy images, application of techniques such as ML 
to echocardiography has relatively fallen behind. 
This could be at least partly explained by the tech-
nical challenges posed by echocardiography, such as 
lower spatial resolution or quality of image versus 
other techniques like computed tomography or nu-
clear magnetic resonance, and also by the dynamic 
aspect of echocardiographic images (use of videos), 
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which requires large amounts of data and informa-
tion in an extremely short time. However, recent 
studies have overcome many of these obstacles using 
new ML techniques especially designed to identify 
echocardiographic types and views, (9-11) or for au-
tomated measurement of regular echocardiographic 
parameters in clinical practice. (10, 17, 18) For ex-
ample, using artificial intelligence as a guide to col-
lect echocardiographic images has allowed users with 
little ultrasound training to collect images of a qual-
ity similar to those obtained by an expert technician. 
(19) We believe that our study is the first to combine 
these new ML techniques for imaging identification 
and classification based on common predetermined 
features. It is also the first study to show the poten-
tial impact of this new tool in terms of reducing the 
time required to complete an echo analysis, with sub-
sequent improved efficiency for the echo lab work-
flow. 

It is true that cardiologists in general and echo-
cardiography specialists in particular are used to 
identifying, classifying, and analyzing large numbers 
of images, with no need for a previous grouping or 
stacking process. Nevertheless, the growing number 
of tests and the need to strictly adhere to the rec-
ommendations in echocardiographic quantification 
guidelines have evidenced a new scenario, where in-
clusion of automated mechanisms for these repetitive 
tasks is becoming increasingly necessary. ML-based 

technology is especially suitable to solve this kind of 
problems thanks to its exclusive ability to identify 
and classify images, (9-11) and even to identify spe-
cific components or structures within these images 
requiring segmentation and/or measurement. (10) In 
this study, we proposed that combining all these ML 
capabilities may contribute to facilitate diagnostic 
interpretation throughout several stages of the pro-
cess, ranging from classification to measurements. 

The initial hypothesis behind this study was that 
applying a variety of ML techniques might involve 
a disruptive change in the way echocardiographic 
tests are currently read and interpreted. Ultimately, 
our purpose is to optimize the complex and extensive 
interpretation process of echocardiographic tests 
through the increased efficiency, accuracy, and repro-
ducibility of readings that ML may provide.

As in previous publications, (9-11) using CNN in 
our study allowed a computer to identify rapidly and 
accurately most potential types and views of an echo-
cardiographic image. According to this classification, 
images were sorted and presented to expert readers in 
thematic stacks, a useful and practical approach when 
answering a certain clinical question. Therefore, this 
tool practically removed the need to identify, classify, 
and visually group various anatomical structures, 
while (at least virtually) doing without human meas-
urements of regular echocardiographic parameters. 
In fact, our results have shown that differences be-

Values represent variation coefficients (see text for more details). For abbreviations, see Table 2.
*p<0.05 for automated ML interpretation.

Intraobserver 
Variability 

Interobserver 
Variability

Conventional Manual Interpretation Automatic ML-
Only Interpretation Vs 
Manual Interpretation

ML Interpretation + 
Corrections Vs Manual 

Interpretation

IVSd thickness (mm)

PWd thickness (mm)

LVIDs (mm)

LVIDd (mm)

LVOT diam (mm)

LVd Vol (A2C) (ml)

LVd Vol (A4C) (ml)

LVs Vol (A2C) (ml)

LVs Vol (A4C) (ml)

LA Vol (A2C) (ml)

LA Vol (A4C) (ml)

LVOT VTI (cm)

E Vel (cm/s)

A Vel (cm/s)

E' vel (l) (cm/s)

E' vel (s) (cm/s)

11 ± 8

15 ± 13

8 ± 6

4 ± 4

4 ± 3

20 ± 13

22 ± 7

23 ± 14

32 ± 13

17 ± 22

18 ± 13

7 ± 5

8 ± 7

14 ± 11

10 ± 20

6 ± 8

14 ± 10

17 ± 15

10 ± 10

6 ± 5

5 ± 4

14 ± 10

16 ± 8

27 ±19

35 ± 16

14 ± 10

16 ± 8

8 ± 7

6 ± 5

14 ± 11

11 ± 17

8 ± 7

0 ± 1    *

1 ± 3    *

3 ± 5    *

0 ± 1    *

6 ±14

6 ± 8    *

4 ± 5    *

3 ± 4    *

4 ± 5    *

9 ± 9 

9 ± 8    *

1 ± 4    *

3 ± 16 

3 ± 16    *

2 ± 8 

0 ± 0    *

7 ± 5

8 ± 7

3 ± 2

2 ± 2

2 ± 3

10 ± 9

7 ± 5

11 ± 9

9 ± 7

14 ± 9

13 ± 13

5 ± 4

4 ± 4

3 ± 3

7 ± 9

4 ± 4

Table 3. Comparison between automatic ML reference values and measurements by an expert reader using conventional 
measurement methods, including intra and interobserver variability for each of these methods
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tween measurements obtained automatically with no 
manual adjustments and those collected by an expert 
were no larger than differences observed between two 
readers with the same experience and training. There-
fore, ML assistance to interpret echocardiographic 
images helped reduce to less than 10% the variability 
in measurements for most parameters being evalu-
ated, which is ideal for a qualitative assessment of the 
cardiovascular function. In addition, ML algorithms 
combination of identification, stacking, and automatic 
measurement abilities (with manual correction if nec-
essary) allowed readers, on the one hand, to signifi-
cantly reduce their usual time of analysis, and on the 
other hand, to reduce interobserver variability when 
quantifying most evaluated parameters.

A major advantage of the software being devel-
oped and evaluated in this study is its theoretical 
independence from the manufacturer (vendor) of 
echocardiographic systems, as it was designed to in-
terpret images in DICOM format coming from any 
of these systems, allowing them to be used by any 
laboratory or department, regardless of the echocar-
diographic method being used. 

One limitation of our study is that it only includ-
ed healthy subjects who were previously tested in the 
WASE study. However, other ML software has been 
validated by several authors and in patients with a 
wide range of cardiovascular conditions. (9-11, 20, 
21) Thus, revalidating said software was not among 
the objectives of our study, which was exclusively fo-
cused on evaluating an alternative path for the in-
terpretation of echocardiographic images. It is there-
fore unlikely that including patients with a condition 
might affect our findings.

To conclude, ML techniques may significantly im-
prove the efficiency and reproducibility of echocar-
diographic imaging interpretation by using thematic 
stacks based on common structures and through au-
tomated measurements that can be corrected. Apply-
ing this type of technology will save time and money, 
mostly by improved process efficiency, higher medi-
cal staff satisfaction, and increased diagnostic per-
formance.
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